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Abstract— Health insurance is crucial for each person, bearing
in mind the increasing medical costs. COVID-19 has been an eye-
opener as to how important it is to have health insurance. Medical
emergencies can have a severe emotional and financial impact.
Thus, a health insurance policy can help mitigate financial risks in
unpredictable circumstances. However, the current insurance sys-
tem is very expensive, as thousands of people pay the premiums,
and very few take the claims. Furthermore, the claim settlement
process is excruciatingly long and tiresome. In this article,
we focus on establishing a rapid and cost-effective framework
for the health insurance market, based on machine learning
and blockchain technology. By developing a smart contract,
blockchain may eliminate any third-party organizations and
make the complete process safer, easier, and more efficient. The
contract pays the claim based on the claimant’s documentation.
We optimized the premiums using a regression model based on
the net amount claimed during the current policy tenure and
various other criteria. For anticipating risk, a random forest
classifier is used, which aids in the risk-rated premium rebate
computation for policyholders for their next term of insurance.

Index Terms— Blockchain, Ethereum, insurance, machine
learning, random forest, regression, smart contract.

I. INTRODUCTION

THE cost of healthcare services has been rising exponen-
tially since the introduction of COVID-19 and other rising

cases of infections. COVID-19 has caused millions of deaths
and forced a large number of patients to be admitted in the
hospital for treatment [1]. One cannot predict medical exigen-
cies, and it can disrupt one’s entire financial planning [2].
In the situation of a pandemic with a high infection rate,

Manuscript received 6 June 2022; revised 28 August 2022 and
18 October 2022; accepted 22 October 2022. Date of publication 10 November
2022; date of current version 2 August 2023. The work of Vinay Chamola and
Biplab Sikdar was supported by the Association of Southeast Asian Nations
(ASEAN)—India Collaborative Research and Development Scheme through
the ASEAN-India Science & Technology Development Fund (AISTDF)
(Sponsored) under Grant CRD/2020/000369. This work was supported by
the Ministry of Education, Singapore under Grant R-263-000-D63-114.
(Corresponding author: Vinay Chamola.)

Anubhav Elhence and Vinay Chamola are with the Department of Electrical
and Electronics Engineering and APPCAIR, Birla Institute of Technology and
Science, Pilani (BITS Pilani), Pilani 333031, India (e-mail: elhenceanubhav@
gmail.com; vinay.chamola@pilani.bits-pilani.ac.in).

Adit Goyal is with the Department of Computer Science and IT,
Jaypee Institute of Information Technology, Noida 201304, India (e-mail:
aditgoyal@hotmail.com).

Biplab Sikdar is with the Department of Electrical and Computer
Engineering, National University of Singapore, Singapore 119077 (e-mail:
bsikdar@nus.edu.sg).

Digital Object Identifier 10.1109/TCSS.2022.3219256

no successful vaccine, and medical treatment inflation, the
importance of a good health insurance plan cannot be more
evident. It provides a good backup in times of unavoidable
and expensive medical services.

An insurance plan is an optimal financial strategy, as it
shares the risk where one pays a small premium consistently
and can claim a large amount of assured money during
an emergency. On the other hand, the minimal and steady
premium has seen a price increase under the existing insur-
ance system. The insurance industry spends a significant
amount of money on sales and administrative costs, which
include commissions to brokers, commercials, brochures, and
other general running costs, which are subsequently recovered
through insurance premiums. The traditional insurance method
has numerous flaws. For example, the insurer must complete
a large amount of paperwork and produce verification of the
loss’s worth. The broker adds to the delays and costs. Because
the insurer’s knowledge sources are diverse and inconsistent,
one must seek further information. Claim analysis is subjective
and manual [3]. At the time of a health emergency, the last
thing a policyholder wants is a delay in the insurance payment
procedure. Another problem prevalent in the traditional insur-
ance system is when people keep on paying high premiums
without making claims for a long time. These premiums only
go into the profit of the insurance companies. Thus, the large
number of middlemen in the insurance sector has made the
whole process expensive and inefficient.

One of the earliest and most sought-after cryptocurrencies is
Bitcoin [4]. Its technological advantage is that it allows secure
transactions without an integrated management system. It has
received much consideration and advancement in the field of
academic research [5], [6], [7], [8], [9]. A blockchain’s archi-
tecture is that of a block consisting of multiple transactions
which join in a chain-like fashion to a preceding block [10],
[11]. A blockchain time-stamp ledger is used to distribute and
save data in a shared way [12]. It is tamper-resistant [13].
Bitcoin and Litecoin are examples of blockchains used to store
data as payment records, and Ethereum is used to store data
as contracts or private data [14], [15].

Smart contracts have long been a notion, but with the
start of blockchain technology, particularly the Ethereum
blockchain [16], and the growth of the programming language
Solidity [17], they have started to move from just an idea to
reality. Smart contracts can also be written in Python using
the SmartPy library by Smart Chain Arena. Blockchain uses
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cloud technology to reduce expenditure and provides efficient
and more secure transactions by automating all the back-end
operations [3]. Blockchain was welcomed by industry leaders
and the World Economic Forum in 2016. It was at that time
when the improvements that blockchain can bring to insurance
processes were first identified [18].

Design Goals: In traditional systems, money transfers are
slow, as they require many settlement processes. Because of
the multiple main elements it pertains to, this study intends
to use blockchain technology to find answers to our problem
through the use of smart contracts, automating and expediting
the operations of user registration, insurance policy issuing,
and claim settlement. It employs a distributed, decentralized
ledger capable of obviating the need for any third-party
authentication. Because data are immutable and visible, fraud
detection becomes easier to detect. The document’s integrity
is preserved via a transparent ledger of changes, which instills
confidence in the asset. Furthermore, different people have
different medical needs based on their personal backgrounds
and situation. Keeping this in mind, it wouldn’t be optimal
to have a generalized insurance policy with a fixed premium
for everyone. On top of this, the policyholders indirectly pay
for all the middlemen staff in the entire system. To reduce the
overall costs of insurance and make the insurance premium
justified for each individual user, we proposed a blockchain-
based network that uses machine learning techniques of ridge
regression and random forest. It helps to determine the user’s
risk factor and subsequently calculate the premium individu-
ally for that policyholder.

The following are the significant contributions of our work.
1) A peer-to-peer network of hospitals and policyholders is

proposed, which is bound by a smart contract. The smart
contracts would also save each user’s claim histories for
the following term’s premium computation.

2) We have divided the logic of the smart contract into
six phases: client registration phase, client query phase,
policy initialization phase, policy issuing phase, policy
claiming phase, and policy renewal phase. Correspond-
ing to each phase of the smart contract, a pseudocode
explaining the functions of the smart contract is
provided.

3) The premium is predicted using ridge regression. The
admitting hospital sends the claims straight to the smart
contract, which approves them if all the conditions are
met.

4) Before renewing their policy for the next term, the
customer’s risk is forecast using a random forest clas-
sifier. If the contract’s value is sufficient for expected
claims, all policyholders may be eligible for a rebate
depending on their expected risk. To this end, a risk-
rated premium rebate model for the following term’s
premium computation has been proposed.

5) When compared to other methods like XGBoost, exper-
imental results suggest that the proposed framework is
more accurate, quick, and cost-effective.

The rest of this article is organized as follows. Section II
presents the related work. Section III presents the system
model, while Section IV describes the proposed framework.

Results to evaluate the performance of the proposed system are
presented in Section V, and Section VI concludes this paper.

II. RELATED WORK

The insurance industry has been investigating blockchain
technology through substantial investments in its research
and uses in various sub-operations [19], [20], [21]. Over
40 organizations joined the B3i-oriented blockchain insurance
consortium in 2016 [22]. The Cat XoL program that the
B3i consortium is developing uses Corda Distributed Ledger
Software. There was a hackathon conducted in Zurich where
several insurers, brokers, and re-insurers participated, and
this application was tested [23]. During the 4-h negotiation
process, 1033 messages were generated, which led to the
signing of 41 contracts.

In 2017, Etherisc, a German insurance business, made an
open-source Decentralized Insurance Framework focusing
on decentralized insurance applications [24]. Etherisc mainly
focused on reducing inefficiencies like high fees for processing
documents and large settlement time for claims by using
blockchain. Beenest and WeTrust are two American insurance
businesses that established a blockchain-based homeowners’
insurance system in 2017 [25]. Guardtime, a software com-
pany from Estonia, and the logistics giant, Maersk, created a
blockchain-based Insurance platform Insurewave [3]. Globally,
Maersk integrates and retains networks of several data sources
relevant to maritime insurance. Raikwar and Mazumdar [27]
proposed using blockchain to automate insurance operations
and eliminate the need for a third-party organization. The peer-
to-peer blockchain paradigm has been applied in a variety
of industries, including traffic congestion management [27],
biometrics, and parking system security measures [28], [29],
and also in insurance sectors such as cyber [30], travel [31],
and automobile [32].

Predictive modeling has helped mathematicians and insur-
ance analyzers in the insurance industry to enhance their task
efficiencies. Premium computation for auto insurance com-
panies [33], and risk classification for insurance claims [34]
are done using predictive modeling. Regression has also been
used in the financial and economic domains [35]. The authors
of [36] used regression and classification methods for real-
estate price prediction. Various studies have developed insur-
ance pricing models and risk premium functions, which have
contributed to improving the system’s accuracy [37], [38].
Furthermore, Baser and Apaydin [39] proposed using hybrid
fuzzy least square analysis for calculating insurance claim
reserves.

The need for a cost-effective insurance system has increased
with the inflation of medical expenses, and this article is moti-
vated by the lack of research in this area. The need to elim-
inate extra costs that go to all the third-party bearers, which
make the whole process slow, less secure, and more costly,
encouraged us to use blockchain for health insurance, which
has shown outstanding performance in other insurance sectors.
Furthermore, to learn the complex relationships in various
parameters of insurance processes, we use ridge regression
because of its promising results in this field. Ridge regression
can handle a large volume of uncertainty, inaccuracy, and lack
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Fig. 1. Traditional insurance system versus proposed insurance system.

of data [40]. Due to the optimal results on multiclass classifi-
cation, ensemble approaches like the random forest, XGBoost,
or decision trees are employed in numerous frameworks for
risk classification [41], [42], [43]. For insurance data analysis,
the developers of [44] employed an ensemble random forest
classifier, and the suggested framework outperformed existing
algorithms like support vector machine (SVM).

III. SYSTEM MODEL

We propose a peer-to-peer blockchain network replacing the
insurance industry from the middle through a smart contract.
The smart contract, along with the network, would be mon-
itored and maintained by the insurance company intending
to remove the middle-man structure and provide a seamless
experience to their policyholders. A comparison between
the classical insurance system process and our proposed
blockchain-based insurance process is shown in Fig. 1. The
implications of the proposed system model are as follows.

1) There are two types of peers that can enter into the
network.

a) A person intending to purchase a policy to insure
himself against health emergencies can register into
the blockchain network by providing basic details
such as name, age, and gender. Insurance industries
are not able to completely utilize the benefits of
machine learning due to complex underlying rule
sets and non-KYC (know your customer) envi-
ronments. Hence, we consider the primary factors
associated with any individual that tend to affect
the pattern of claims made against their policy.

b) A hospital intending to provide medical services
to policyholders can join the insurance network.
Hospitals must provide their registration certificate,
a list of doctors, and their specializations and
degrees. The hospital can then become an in-
network hospital.

Each account is identifiable with a unique set of account
addresses, a public key, and a private key, after it is
formed (of type a or b).

2) After registering, a person can view the predicted pre-
mium amount based on factors such as their age, gender,
BMI, smoking history, region, and the number of chil-
dren. These parameters are passed to a machine learning
model which uses regression to predict the premium
value.

3) If the calculated premium is acceptable to the user,
a smart contract is formed with the peer (policyholder),
and the policy will be issued that covers the hospitaliza-
tion expenses.

4) After the policy issuance, the policyholder pays the
calculated premium of that term into the smart contract
from its dashboard via Ethereum.

5) When policyholders need to avail medical services, they
can view the in-network hospitals and directly go to
them and provide the hospitals with their public key.
The hospital will send the claim process for approval to
the smart contract by filling in the policyholder’s unique
public key, details of the treatment, additional charges
(if any), such as intensive care unit (ICU) charges and
outpatient department (OPD) charges, pharmaceutical
expenses, name of treating doctor and the hospital’s
unique public key.

6) The claim is processed through the smart contract, which
will check the authenticity of the treating doctor from
the back-end of the hospital registration, and all the
expenses will be verified and calculated.

7) After the claim is approved, the amount will be directly
transferred from the smart contract to the hospital.

8) The smart contract will store the number of claims made
by all the policyholders. After the end of the policy
term, it will re-evaluate the risk of the insured party
by passing its information through a trained model. The
result will give the risk on a scale of 1–8. The risk is
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Fig. 2. Proposed model’s flowchart.

calculated based on medical history, age, gender, and
various other factors. The total amount of money in
the smart contract (at the current stage of calculating:
premiums collected—claim amount paid), the number
of claims filed by the insured party, and the risk model
result will be supplied as parameters to a risk-rated
premium rebate mathematical model. This model will
determine the revised premium after factoring in the
rebate.

9) The new premium calculated after the risk-rated pre-
mium rebate will be reflected in the insured party’s
dashboard from where they can pay the premium for
their next term of insurance.

The next section discusses the proposed models and the
mathematical formulations involved in the premium calcula-
tion and premium rebates.

IV. PROPOSED MODEL

Consider the case of a person P , who fills out the necessary
information to join the blockchain network. The health insur-
ance policy’s premium is predicted using a regression model.
When P is taken to a hospital, H , the hospital completes
all the necessary paperwork for processing the claim and
automated settlement of the claim. When a policy term ends,
a random forest classifier model is used to determine an
individual’s risk, which is then given to the risk-rated premium
rebate mathematical model that is used to calculate the updated
policy premium. The proposed model’s flowchart is presented
in Fig. 2.

A. Prerequisite Knowledge Required
1) Ridge Regression: Any data that exhibit multicollinearity

can be analyzed using the model-tuning technique known as

ridge regression. Ridge regression is similar to linear regres-
sion, but the variance of the estimates is reduced by using
a regularized version of the model through a cost function.
This method performs L2 regularization. The response of this
regression model is obtained from a probability (Gaussian or
normal) distribution, unlike linear regression, where the output
is estimated as a single value.

2) Random Forest: Decision trees are responsive to the
particular data that are used to train them. If the training data
are updated, the outcomes of the decision tree can be quite
different. Decision trees are computationally costly, have a
risk of overfitting, and also tend to find local optima, because
they cannot go back after splitting. Random forests are used to
fix these limitations. Many decision trees are trained together
to produce a single output using the ensemble (multiple
models combined) model technique known as random forest.
This merging of decision trees is termed as bagging. Due to
its advantage of combining the output of all decision trees,
it results in high accuracy.

B. Ridge Regression for Premium Prediction

The output of similar approaches employing the entire
collection of features as model inputs was tested using linear
regression as the baseline model. L2 regularization adds a
penalizing factor to the squared error cost function to assist the
method in converging to linearly separable data and mitigating
overfitting. The cost function that must be minimized in
relation to a parameter, θ , is as follows:

J (θ) = �y − Xθ�2
2 + α�θ�2

2 (1)

where α is a hyperparameter and X is a design matrix. Because
the baseline model has a lot of variance, ridge regression
would be the ideal choice.
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TABLE I

DATASET’S INPUT AND OUTPUT PARAMETERS FOR PREMIUM PREDICTION

The US Health Insurance dataset used here contains
1338 rows of data without any undefined or missing
entries [45]. We verified each feature of the dataset for initial
prepossessing to convert the Boolean parameters into binary
and categorical features into integer-encoded vectors. After
preprocessing, the feature vector is made up of six pieces.
Furthermore, the characteristics were standardized to ensure
that all of the data fell within the same range. Table I lists the
input and output parameters in detail.

Data normalization is crucial in scaling up the raw data to a
standard format for efficient prediction. Normalization is done
on each attribute by considering the minimum and maximum
values in that column using

Anew = Xmin + At − Amin

Amax − Amin
(Xmax − Xmin). (2)

In (2), the value of At is normalized to Anew. Amin and
Amax are the minimum and maximum values of the attribute
column, respectively, and Xmax and Xmin are the maximum and
minimum values of the normalization range (usually [0− 1]),
respectively.

C. Risk Calculation Using Random Forest Classification

After the policy is issued, the person becomes a policyholder
and submits his/her premium amount into the smart contract.
After a term, the policyholder’s risk is assessed based on
various factors, including insurance history, family history, job
history, and medical history. However, with health insurance,
in particular, the probability of a claim depends on several
factors of a policyholder, and there is a very nonlinear relation-
ship between the characteristics of the insured party and the
sum of the claims they made. To give a rebate in the coming
term’s premium, a risk factor of each individual covered is
determined as indicated in Table II. A random forest classifier
predicts this risk factor.

In this model, we use various parameters for input, as listed
in Table III. These input parameters are fed into the random
forest classifier model. Random forest is an ensemble learning

TABLE II

RISK CORRESPONDING TO PREDICTED OUTPUT

method widely used for regression and classification purposes,
as shown in Algorithm 1 [46]. The hyperparameters to be
tuned for the algorithm are n_estimators and max _features.
n_estimators indicates the number of trees built before aggre-
gating the predictions and max _features indicates the maxi-
mum number of features to take into account while splitting
a node. The space of potential splitting features is divided
into a random subset of a specific size, and the best feature is
deterministically chosen from that subset. To classify a data
point, the random forest classifier combines the classification
result from each of the trees using an aggregate function. It can
perform large-scale machine learning tasks effectively. This
algorithm was chosen due to its superior performance, easy-
to-use python interface, as well as optimal time and memory
usage. Owing to the nonlinear relationship between the price
and the feature vector, the regression tree was chosen as the
appropriate model for this problem.

In this study, we use the Prudential Life Insurance
Dataset [47] containing 59 381 rows of data. The data are
divided into two sets: training and testing, comprising of
53 442 and 5939 rows, respectively. We removed the attributes
that were only utilized to identify the recipients during pre-
processing. To express categorical features in a numeric vector,
they were factorized. In addition, a new function that displays
the number of medical keywords has been included. After
preprocessing step, the feature vector includes ten features.

D. Premium Calculation for the Following Term Using
Risk-Rated Premium Rebate Model

To optimize the insurance process, a premium rebate rated
on risk is a feasible option that can be provided to all
policyholders. To calculate our refund based on premium,
we apply the concept of weighted (risk-rated) premium com-
putation [48]. The present term’s premium is Px , and the
next term’s premium, E[x], must be determined. The medical
policy covers risk x , and the claims we receive from x are
distributed as a random variable with a cumulative distribution
function F(x). The properties of risk-rated premium calcula-
tion that we use here are as follows.

1) Nonnegative Loading: It states that Px ≥ E[x], i.e.,
the risk-rated premium amount will not be less than
the estimated amount. If the risk x is constant, then the
loading is zero.

2) Additivity: If x1 and x2 are independent risks, then the
combined risk-rated premium Px1+x2 should be equal to

Authorized licensed use limited to: BIRLA INSTITUTE OF TECHNOLOGY AND SCIENCE. Downloaded on July 09,2024 at 14:46:10 UTC from IEEE Xplore.  Restrictions apply. 



ELHENCE et al.: BLOCKCHAIN AND ML-BASED FRAMEWORK 1647

TABLE III

DATASET’S INPUT AND OUTPUT FEATURES FOR RISK PREDICTION

Algorithm 1 Random Forest Classifier
Data: D training data, n_estimators: number of trees,

max_ f eatures: maximum number of features to take
into account while splitting

// To generate trees:
i ← 0;
while i < n_estimators do

Randomly sample D with replacement to produce Di ;
Create root node, Ni , containing Di ;
Call BuildTree(Ni);
i+ = 1;

end
BuildTree(N ):
if N contains instances of only one class then

return;
else

Randomly select x% of the possible splitting features
(≤ max_ f eatures) in N ;
Select the feature F with the highest information gain
to split on;
Create f child nodes of N , N1, . . . ,N f , where F has
f possible values ( F1, . . . ,F f );
i ← 1;
while i ≤ f do

Set the contents of Ni to Di , where Di is all
instances in N that match Fi ;
Call BuildTree(Ni);
i+ = 1;

end
end

Px1 + Px2. In this situation, the overall premium charges
do not change by combining or dividing the risk.

3) Consistency: This property states that we should have
PY = PX + b, if F(Y ) = F(X) + b. Therefore, if the
distribution of Y is X’s distribution moved by b units,
then the risk-rated premium Y will be the risk-rated
premium X increased by b.

Let C be the entire amount in the smart contract at the
moment. For the calculation of expected claims in the next

term of the policy, we compute the risk of each policyholder
making the claims. In the range [1, 8], a risk factor of
1 corresponds to claims for the full amount covered (let the
sum insured be I), while a risk factor of 8 indicates no claim.
The cumulative amount of money spent on the expected claims
would be T

T =
n∑

i=1

8− ri

7
I (3)

where ri is individual i ’s associated risk, and n indicates how
many policyholders are registered in the contract. The excess
revenue (ER) that is collected is then calculated

ER = C + A − T (4)

where A is the entire amount received from premiums, con-
sidering that no rebate is offered to those customers whose
policy term has to be re-insured in the present situation.
The risk-rated premium is estimated for each user, and the
excess revenue collected from policyholders is used to pay a
refund. The risk-adjusted premium principle can be calculated
as follows:

Px =
∫ ∞

0
[1− F(x)]1/r dx . (5)

The premium in (5) is based on Esscher’s principle [49].
The Esscher principle translates weights into the distribution
of the risk x , giving weight to the tail (right) probabilities to
increase their influence. Similarly, the risk-adjusted premium
is based on this principle. The distribution function G of a
positive random variable x∗ is defined as

1− G(x∗) = [1− F(x)]1/r . (6)

Since

E
[
x∗

] =
∫ ∞

0
[1− G(x)]dx (7)

then, Px = E[x∗]. We consider here that x is an exponentially
distributed function with a mean of 1/λ. We then have

1− F(x) = e−λx (8)

1− G(x∗) = e−λx/r . (9)
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Fig. 3. Insurance blockchain network architecture.

Thus, x∗ has an exponential distribution with a mean of r/λ.
Since r from the aforementioned risk model is in decreasing
order: 1 being the highest risk and 8 being the lowest risk, and
in (9), it is in ascending order, we now replace r with 9− r .
Thus

Px = 9− r

λ
. (10)

The total risk associated with all the individuals is

R =
n∑

i=1

ri . (11)

Hence, the risk-rated premium rebate is

Pr = Px − r

R
ER. (12)

This will appear on the policyholder’s dashboard, allowing
them to keep their policy for the next term based on their risk
level.

E. Smart Contract Outline and Specifications

Using the Ethereum smart contract platform, the insurance
details will be contractualized. The insurance information,
along with policy data, covered asset information, coverage
terms, coverage period, previous claim history, and client
information, goes into the smart contract. The stakeholders
in the smart contract are the clients, the insurance company,
hospitals, and validators (Fig. 3). The client is the main
character around whom the smart contract algorithm revolves.
The client can register himself onto the blockchain network
in the client registration phase, can buy an insurance policy in
the policy issuance phase, can apply for a refund in the policy
claim phase, and can also apply for renewal of insurance in the
policy renewal phase. The insurance company releases various
policies in the policy initialization phase. The client can choose
the policy which he wants to buy after seeing the predicted
premium value generated from the machine learning model.

TABLE IV

DEFINITIONS OF NOTATIONS USED IN THE ALGORITHMS

Fig. 4 shows the communication flow among the various
characters involved in the smart contract. A list of notations
used in the algorithms is mentioned in Table IV.

1) Client Registration: The insurance company calls a smart
contract to register the client into the insurance blockchain
network. The smart contract has a client object structure,
Structclient, which has attributes like client identification (CI)
information, ETH address of the client (CEA), BMI, age, and
other parameters as mentioned in Table I. The smart contract
creates a client object Objclient from the client object structure
Structclient. The algorithm for client registration process is
discussed in Algorithm 2.
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Fig. 4. Communication flow among the stakeholders in the smart contract.

Algorithm 2 Client Registration
function REGISTERCLIENT(C E A, C I )

Structclient ← (EA, name, age, BMI, sex, children,
smoker, region);
Check and verify the details of client (CEA, CI);
Objclient ← f(CEA, CI);
Store (CEA, Objclient ) in database;
Emit an event to insurance company about successful
registration of the client;

end function

2) Client Query: Once the client is registered into the insur-
ance blockchain network, the insurance company can retrieve
all the client attributes. To retrieve the client information, the
insurance company has to query the blockchain using the
CEA. The algorithm for client query process is discussed in
Algorithm 3.

Algorithm 3 Client Query
function QUERYCLIENT(C E A)

Search (CEA) in the database;
if exists then
retrieve Objclient and return;
else
return error;
end

end function

3) Policy Initialization: The smart contract has a policy
object structure StructPolicy having policy information (PI)
such as policy id, policy name, policy terms and conditions,
ML model for risk calculation (MLMRC) and premium pre-
diction (MLMPP), and other metadata related to the policy.
When the insurance company releases a new policy, a policy
object ObjPolicy is created. While initializing a policy, a policy-
client object structure is also created, which stores the policy
purchase details and the insurance utilization details by the

client. The attributes of this structure include CEA, policy id,
the amount claimed, claim submission date, claim acceptance
indicator, etc. The algorithm for policy initialization process
is discussed in Algorithm 4.

Algorithm 4 Policy Initialization
function INITIALIZEPOLICY(P I, M L M RC, M L M P P)

StructPolicy ← (Policy ID, Policy Name, Policy
terms and conditions, ML models);
Objpolicy ← Insurance company releases new policy
g(P I, M L M RC, M L M P P);
Structpolicy−client ← (EA, Policy ID,
premium_amt, claimed_amt, claim_date);
Store Objpolicy in database;
Emit an event to insurance company about successful
release of policy Objpolicy;

end function

4) Policy Issuing: A client can choose the policy from the
available policies in the smart contract. Corresponding to each
policy, the client can see the initial premium amount (IPA)
generated by the ML model, which he has to pay to purchase
the policy. After choosing the policy, the client submits the
premium into the smart contract. A corresponding policy-client
object is created once the transaction passes all the verification
and checks and is validated by the validators in the Ethereum
network. The policy-client object Objpolicy-client is queryable
using the unique policy issuance id, and the object gets linked
to the client object and the policy object. The algorithm for
policy issuing process is discussed in Algorithm 5.

Algorithm 5 Policy Issuing
function ISSUEPOLICY(Objpolicy, Objclient )

Check if Objpolicy−client already exists;
Calculate IPA ← MLmodel (Objpolicy, Objclient );
Check if Objclient satisfies the terms and conditions
of Objpolicy;
Client sends IPA amount of tokens from CEA to Smart
Contract Ethereum Address (SCEA);
if transaction == verified then
Create Objpolicy−client ← new Structpolicy−client

(EA, Policy ID, premium_amt, claimed_amt,
claim_date);

else
return Error;
end

Store Objpolicy−client in database;
Emit an event to insurance company about successful
issuance of new policy;

end function

5) Policy Claiming: When the policyholder goes to a hos-
pital registered in the network and avails medical services,
the hospital files for the claim from the smart contract by
submitting the CEA, Hospital Ethereum Address (HEA),
medical treatment details (MTD), medical expenses, and the
final amount to be claimed. The smart contract processes the
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claim by verifying all the conditions and smart checks and
calculations. Once approved, the amount is directly transferred
from the smart contract to HEA. The algorithm for the policy
claiming process is discussed in Algorithm 6.

Algorithm 6 Policy Claim
function CLAIMPOLICY(CEA, HEA, MTD)

Check if Objpolicy−client already exists;
Structclaim ← (CEA, HEA, medical expenses, MTD,
verification Documents, requested claim amount);
Objclaim ← new Structclaim (CEA, HEA, MTD);
Check if Objclaim is valid or not;
if Objclaim == accepted then
Calculate the client_reimburse_amount based on

Objpolicy−client ;
if claimed_amount + client_reimburse_amount
<= Policy_reimburse then

Send client_reimburse_amount amount of tokens
from SCEA to HEA;

else
Send Policy_reimburse - claimed_amount amount

of tokens from SCEA to HEA;
end
else
return Error;
end

Emit an event to insurance company, client and
hospital about successful claim of insurance policy;

end function

6) Policy Renewal: The policy-client object stores the infor-
mation regarding the utilization of the policy such as the
amount claimed and claim submission. After the end of the
term of any policy, the smart contract will re-evaluate the risk
of the client by passing the data through a trained model. The
model will give the risk on a scale of 1–8 based on the medical
history, age, gender, BMI, and other factors. Using the risk-
rated premium rebate model (RRPRM), the smart contract will
determine the revised premium after factoring in the rebate.
The client can see the updated premium on his dashboard and
can opt to renew the policy. The algorithm for policy renewal
process is discussed in Algorithm 7.

V. NUMERICAL ANALYSIS AND RESULTS

A. Simulation Settings

On the blockchain network, a smart contract is used as
the first node that cannot be changed, and the blockchain is
utilized to create the peer-to-peer network. Smart contracts are
created in the Python programming language and deployed
on the Ethereum network using the SmartPy module. The
machine learning models are also implemented in Python
using various libraries such as TensorFlow, pandas, scikit-
learn, and NumPy. To increase the ridge regression model’s
performance, we employed polynomial features of degree = 7
and a value of α = 3 to get the optimum results. The training
and testing sets for ridge regression are split in a 3:1 ratio.

The training and testing datasets are split 9:1 at random in
the risk calculation algorithm. The number of trees in the forest

Algorithm 7 Policy Renewal
function RENEWPOLICY(Objpolicy, Objclient , Updated
Client Information)

Check if Objpolicy−client needs to be renewed or not;
Calculate Updated Premium Amount (UPA) ←
RRPRM(Objpolicy, Objclient , UCI);
Check if Objclient satisfies the updated terms and
conditions of Objpolicy;
Client sends UPA amount of tokens from CEA to
SCEA;
if transaction == verified then
Update Obj �policy−client ← Objpolicy−client (CEA,

Policy ID, premium_amt, claimed_amt, claim_date);
else
return Error;
end

Update Obj �policy−client in database;
Emit an event to insurance company about successful
renewal of policy;

end function

Fig. 5. Kernel density estimation plots help visualize the difference between
actual and predicted values on the normalized test set for the ridge regression
model.

Fig. 6. For the random forest classifier, histogram density plots are
quantifying the difference between actual and predicted values on the testing
set.

(n_estimators) is set to 50, the minimum number of data points
at the leaf node (min_samples_leaf) is set to 8, the number of
features to take into account for splitting (max_features) is set
to 75, the minimum number of samples required to split an
internal node (min_samples_split) is set to 40, the maximum
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TABLE V

PERFORMANCE COMPARISON OF DIFFERENT MODELS USED FOR RISK CALCULATION

Fig. 7. Ridge regression model’s performance metrics.

depth of the tree (max_depth) is set to 50, and the bootstrap
is set to False. The default values for all other parameters are
maintained. The entire code-base for the proposed framework
is available at: https://github.com/Adit31/A-Blockchain-and-
ML-based-Framework-for-Health-Insurance.

B. Performance Evaluation

Mean absolute error (MAE) is the average of the absolute
errors in the predicted values [50]. RMSE values indicate how
close the data points are to the best-fit line. A low value
of RMSE means that the predicted values deviate less from
the regression line, or in other words, the predicted values
are close to the actual values. Quadratic weighted Kappa
values range from −1 to 1, where a value of 1 indicates
that all predicted values match with the expected values, and
−1 indicates that none of the predicted values were right and
are farthest from the actual values. A score greater than 0.5 is
considered fairly good [51]. To test the performance of the
model, F1 scores are used along with precision and recall.
Each class corresponds to the risk level associated with it,
i.e., class 1 means a risk value of 1 (very high risk).

Fig. 5 depicts the kernel density estimation plot for the
ridge regression model, whereas Fig. 6 depicts the histogram
density plot for the random forest classification. The MAE,
root-mean-square error (RMSE), and R2 scores were obtained
for premium prediction, as shown in Fig. 7. Ridge regression
with interaction terms had the greatest R2 and the lowest
RMSE value of all the regression models examined. To analyze
the performance of our model in the risk classification task,
we calculate the RMSE, quadratic weighted kappa score,
MAE, and accuracy, as shown in Fig. 8 and Table V (all values
were computed on results in the range [1, 8]). Moreover, F1
scores have also been calculated for each class in the training
and testing sets and are depicted in Fig. 9.

Fig. 8. Random forest classifier’s performance metrics.

A huge number of classes are responsible for the low
accuracy. The predicted classes are within a few percentage
points of the actual number (Fig. 6), as seen by the low
MAE. The Quadratic Weighted Kappa score was calculated to
measure the agreement between the predicted and the actual
classes. Quadratic weighted value of 0.61 on the training
set and 0.5 on the testing set show that the predicted risk
values are in close range to the expected values. All the
metrics collectively depict that the model proposed can classify
the users in their respective risk classes using their personal
information such as age, BMI, and sex, as parameters.

In the comparison of cost, in the traditional model, the
premiums tend to be high due to extra revenue generated by the
insurance companies and various third parties involved, which
also generate their compensations. In the proposed model,
we have eliminated all third parties and reduced the extra
revenues. In the traditional method, each claim goes through
many levels of agents that approve and forward the claim
and then the claim settling agent that transfers the amount.
However, in the proposed model, a smart contract saves all this
processing time and is very fast. As soon as the hospital fills in
the details, it processes the claim from the back-end and settles
it. On comparing the rebate, the existing method provides
no claim bonus, but the expenditure remains the same. The
reflection is only during a complete claim, whereas in the
proposed model, the individual receives rebates on premium
deposits with lower risk.

With the integration of IoMT devices with blockchain
network, we can utilize the devices to either make a GRPC
call directly from the network or we can use a routing protocol
like PEERP to fetch electronic health records of the client [52].
This data can be used as an input to MLMRC, MLMPP, and
RRPRM. Irrespective of the machine learning model used,
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Fig. 9. F1-score of the random forest classifier.

whether it is random forest classifier or multiclass classifier
ML model like XGBoost, the integration of IoMT devices with
the blockchain network will be done in similar manner using
any secure data aggregation scheme [53]. Since the patient
health records are directly involved, data aggregation scheme
has to be privacy preserving and maintain the integrity and
authenticity of the data. Also, if the communication overheads
can be reduced making the scheme lightweight and efficient,
it will contribute to improving the bandwidth and latency of
the blockchain network [54].

VI. CONCLUSION

The suggested blockchain-based health insurance model
solves the two key flaws in the present system that are
expensive and slow. The results demonstrate that our proposed
methodology is accurate, cost-effective, and quick. With fewer
intermediaries and smart contracts, the entire claim processing
process may be completed quickly, and risk-rated premium
rebates can encourage consumers with fewer claims to stay
with their insurance. It also puts a stop to the extra income gen-
erated by the current insurance system by allocating it properly
via risk-based rebates. The results reveal that the random forest
classifier outperformed other multiclass classification machine
learning algorithms like XGBoost.
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